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ABSTRACT
Compressed Sensing (CS) is a new approach to signal ac-
quisition that can potentially allow us to design very simple
video encoders that can be implemented on mobile devices
with limited resources. However, previously proposed CS
based video codec either require a conventional video codec
or a feedback channel for effective operation, thus increasing
the complexity. In this paper, a distributed Compressed
Video Sensing codec is proposed that only makes use of CS
at the encoder. A novel Side Information generation scheme
is incorporated in the decoder which exploits the correlation
between CS measurements of nearby frames. It is much
simpler than other schemes found in the literature and yet
effective. Simulation results demonstrate that effective video
coding can be achieved using this codec.
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I. INTRODUCTION

Video coding standards such as MPEG [1] and H.26x [2]
are well developed and widely deployed. The exploitation
of spatial and temporal redundancies for data compression
at the encoder causes the encoding process to be typically
5 to 10 times computationally more complex than the
decoder [3]. This often means that the camera needs to have a
dedicated chip to perform real time encoding of the captured
video. However, many mobile devices such as mobile phones
do not have such dedicated hardware and so the computing
of the compressed video consumes a lot of power and ties
up most of the computing power available. An alternative,
efficient and low-complexity encoding scheme is needed.

In the past few years, a new theory called Compressed
Sensing (CS) [4]–[6] has been developed which provides
us with a completely new approach to data acquisition.
In essence, CS tells us that for signals which possess
some “sparsity” properties, the sampling rate required to
reconstruct these signals with good fidelity can be much
lower than the lower bound specified by Shannon’s sampling
theorem. Since video signals contain substantial amount of
redundancy, they are sparse signals and CS can potentially
be applied. The simplicity of the encoding process is traded

off by a more complex, iterative decoding process. The
reconstruction process of CS is usually formulated as an
optimization problem which potentially allows one to tailor
the objective function and constraints to the specific appli-
cation. The use of CS can potentially provide the simplicity
and efficiency in data acquisition and encoding while shifting
the computational burden to the decoder. However, CS alone
will not give us a low enough compression rate. This can be
remedied by combining CS with distributed Video Coding
(DVC) techniques [7]. DVC allows us to encode several
pieces of data independently while the decoding is performed
jointly. Thus it removes the need for motion estimation and
prediction which is computationally the most complex part
of the conventional video encoder.

In this paper, we propose a new distributed video coding
system based only on CS. Side information (SI) is generated
based on the correlation of CS measurements in video
frames. This SI generation scheme is simple yet effective,
without putting extra complexity at the decoder. Simulation
results show that significant performance gains are possible
using the proposed video codec.

The rest of this paper is organized as follows. Section II is
a brief overview of CS, followed by a brief review of DVC
and in particular previously proposed DVC systems which
makes use of CS in Section III. Our proposed distributed
video coding solution is presented in Section IV. It is tested
using several typical video sequences and the results are
presented in Section V. Finally, Section VI concludes the
paper.

II. COMPRESSED SENSING
Compressed Sensing [4], [5] is applicable to signals that

are sparse or compressible in some domain. This applies
to most natural signals including video. Let x ∈ RN be a
discrete time signal. If x can be represented in a transform
domain Ψ by s, then

x = Ψs =

N∑
i=1

siψi (1)

where si =< x,ψ >. When all but K � N coefficients si
are zero, then x is said to be K-sparse. In practice, most
compressible signals have only a few significant coefficients



while the rest have relatively small magnitudes which can
be assumed to be zero.

Let y be the length-M (M < N ) measurement vector
obtained by applying a certain measurement (sensing) matrix
Φ to x such that

y = Φx (2)

It has been shown that x can be recovered from M ∼ K or
more measurements [4], [5]. In order to achieve that, it is
necessary for A = ΦΨ to have the restricted isometry prop-
erty [5]. A class of sensing matrices known as Structurally
Random Matrix (SRM) [8] has recently been proposed that
has performance similar to completely random matrices but
is much more computationally efficient.

The reconstruction problem can be expressed as a linear
program:

min ‖x‖l1 subject to Ax = y (3)

Many algorithms that are based on basis pursuit and match-
ing pursuit are available to solve it. One of them is the
Gradient Projection for Sparse Reconstruction (GPSR) al-
gorithm [9].

III. DISTRIBUTED COMPRESSED VIDEO
SENSING

Distributed Video Coding (DVC) is an application of
distributed source coding (DSC). It involves the encoding of
two or more dependent random sources where each source
is coded by an independent encoder. At the receiver (de-
coder), the independently encoded data are jointly decoded
by exploiting correlation between them. The basic theory
for lossless compression was established by Slepian and
Wolf [10]. Later, Wyner and Ziv [11] extended it to lossy
compression with side information (SI) at the decoder. The
idea of DVC is to remove the need for joint encoding and
motion estimation/prediction at the encoder. Several video
codecs based on this principle have been developed [7], [12],
[13]. In this section, we will review the work in DVC that
only involves using CS.

In [14], a framework called Distributed Compressed Video
Sensing (DISCOS) is introduced. At the encoder, video
frames are grouped into group of pictures (GOP) consisting
of a key frame and a number of non-key frames. Key frames
are encoded using traditional MPEG/H.264 encoding. For
non-key frames, both local block-based and global frame-
based CS measurements are taken. Side information is
generated by using a block-based prediction frame which
is created by sparsity-constraint block prediction. In this
approach, the block-based measurements of a CS frame are
compared with two neighbouring decoded key-frames. The
measurement vector of the prediction frame is subtracted
from that of the input frame to form a new measurement
prediction error vector. The reconstructed CS frame is simply
the sum of the prediction error and the prediction frame.

The disadvantage of this framework is that the complex
MPEG/H.264 encoding is still required.

DVC and CS are combined in [15] to simultaneously
capture and compress video data. Their approach is different
from [14] in that CS measurement is applied to both key
and non-key frames. Key-frames are reconstructed using
GPSR [9] at the decoder. For every non-key frame, a
stopping criteria based on side information generated from
the key-frames is used during the reconstruction process.
Side information is generated by an efficient frame rate up-
conversion tool. This work is extended in [16], [17] with
the concept of dictionary learning. The dictionary is learned
from adjacent video frames.

Another distributed approach to CVS is reported in [18].
For each image block in non-key frame, two different coding
modes, SKIP and SINGLE, are used. In the SKIP mode, a
block is skipped for decoding if it does not change much
from the co-located decoded key frame. This is achieved by
increasing the complexity at the encoder. In the SINGLE
mode, CS measurements for a block are compared with the
CS measurements in a dictionary using the MSE criterion.
If it is below some threshold, then the block is marked as a
decoded block. A feedback channel is used to communicate
with the encoder that this block has been decoded and no
more measurements are required. For blocks that are not
encoded by either the SKIP or the SINGLE mode, normal CS
reconstruction is performed. A somewhat similar approach
is taken by [19] without using a feedback channel.

For these methods, either a feedback channel is required
or a complex side information generation technique is
employed. There are many application scenarios where a
feedback channel either does not exist or is rather unreliable.
Thus there is a need for a CS based video codec which does
not require a feedback channel with simple side information
generation methods to keep the complexity of the encoder
low.

IV. PROPOSED DCVS CODEC

A block diagram of our proposed distributed compressed
video sensing (DCVS) codec is shown in Figure 1. This
codec is entirely based on CS and does not involve traditional
video encoders. Both the key frames and non-key frames
are encoded as CS measurements. It also does not require a
feedback channel.

IV-A. Encoder
At the encoder, a video sequence is broken up into a

sequence of GOPs. Video frames are divided into key frames
and non-key frames, which are also called Wyner-Ziv (WZ)
frames, within a group of pictures (GOP). Each GOP consists
of a key frame followed by some non-key WZ frames. Both
key and non-key frames are encoded in a similar way using
CS. The data of each frame is converted to a column vector
x ∈ RN×1 where N is the total number of pixels in the



Fig. 1. Proposed Video Codec

frame. CS measurements y are obtained by taking random
projections through a measurement matrix Φ, i.e. y = Φx.
The number of measurements for key and non-key frames
are denoted by Mk and Mw respectively. The corresponding
measurement rates can be defined by Mk/N and Mw/N .
Key frames are encoded with a higher measurement rate
that WZ frames with Mw < Mk < N .

The measurements y are then quantized by a Gaussian
quantization scheme proposed in [20]. While previous works
ignored the quantization step, it is crucial for practical
codecs. Conventionally, different quantization matrices are
used for intra-frame and inter-frame coding. For MPEG,
the DC and the lower frequency Discrete Cosine Transform
(DCT) coefficients are finely quantized while the higher
frequency coefficients are coarsely quantized [1]. This design
is based on the fact that the human visual system is less
sensitive to errors in higher frequencies than it is for lower
frequencies. Also, the values of the DCT coefficients tend
to be larger at the lower end of the spectrum. For the H.264
baseline, main and extended profiles, the quantization matrix
gives equal weight to all coefficients and uses a uniform
quantization scheme [2]. The CS measurement process is
very different from orthogonal transforms such as the DCT.
The distribution of CS coefficients is directly related to the
measurement matrix used. The authors in [20] investigated
the quantization effects on CS measurements and recovery
for video signals. They have shown that both uniform quan-
tization and the standard quantization matrix in MPEG do
not perform well for compress-sensed videos. They proposed
that Gaussian quantization performs better than uniform and
MPEG quantization in CS based videos. In this work, we
have adopted this quantization technique.

IV-B. Decoder
At the decoder, each key frame is reconstructed by the

GPSR algorithm [9]. It reformulates the l1-minimization
problem given by (3) as

min
θx

1

2
||yk −Aαk||22 + τ ||αk||1 (4)

where yk is the CS measurements of key frame received at
the decoder, A = ΦΨ as decribed in Section II, αk ∈ RN×1
is the sparse coefficient vector which is solved by GPSR
algorithm. The key frame x̂k is obtained by x̂k = Ψα̂k
where α̂k is the optimal solution for αk in (4).

The decoding WZ frames are aided by side information
which is generated through a dictionary. Side information is
generated from the inverse quantized CS measurements of
the key frame. This side information is only useful if the CS
measurements of the key and WZ frames exhibit sufficient
correlation. Therefore, before discussing dictionary and side
information generation, we shall first present a correlation
analysis of the CS measurements between video frames.

IV-C. Correlation Analysis
In a video sequence, adjacent frames in same scenes are

highly correlated with each other. Therefore we postulate
that the CS measurements of such adjacent frames are also
highly correlated even though the CS measurement process
is very different from linear transforms such as the DCT.
DCT coefficients follows the Laplacian distribution [21]. On
the other hand, the CS measurements follows a more or less
normal (Gaussian) distribution. So the CS measurements can
be modelled as random Gaussian sources. The dependence
between two random quantities is indicated by Pearson’s
correlation coefficent [22].

To analyze the correlation among video frames, we used
the first 100 frames of four standard video sequences (Fore-
man, News, Coastguard and Harbour). CS measurements



Fig. 2. Correlation Analysis for CS Measurements

of the luminance data are obtained for each frame with a
measurement rate of 50%. The correlation coefficient of the
measurements of each frame with all other 99 frames are
computed. Figure 2 shows the median of correlation of each
frame. All video frames of each video sequence show high
correlation between CS measurements with median correla-
tion coefficient above 0.9. Figure 3 shows the correlation
coefficient between all analyzed frame in the “foreman”
video.

Total 50% CS measurement per frame are taken. Figure 2
shows the median values of correlation between all frames.
All video frames of each video sequence show high corre-
lation between CS measurements. This is more clear from
Figure 3, which shows the visual representation in a mesh
plot for correlation in foreman video.

Fig. 3. Correlation of CS Measurements for 100 frames of
Foreman video

IV-D. Side Information Generation
Side information (SI) plays an important role in DVC

decoding. If SI is not accurate, then RD performance will
suffer. We propose a novel Side Information technique
based on Correlation of CS measurements. We showed in

Section IV-C that CS measurements of adjacent video frames
are highly correlated. We create a dictionary D from CS
measurements of Key-frames yk. The columns of the D
consists of the CS measurements of key-frames available at
the decoder. This is different from [16], where a dictionary is
learned from the neighbouring frames of a video frames. For
a given Wyner-Ziv frame (non-key frame) xw, the maximum
correlation of its CS measurements yw with the dictionary
D is given by

max
r(i)

, r(i) = (yw, Di) i = 1, 2, 3....N (5)

In above equation, r(i) is the CS measurement correlation
between current WZ frame CS measurements yw and each
atom (column) of dictionary Di. The column of dictionary
Di which has the maximum correlation maxr(i) with the CS
measurements yw will be selected as the side information.
Following algorithm is used for reconstructing WZ frames
with Side Information.

Algorithm 1 Reconstruction with Side Information
Input:yw, D
Output:Reconstructed WZ Frame, x̂w
for each column i inD do

Calculate r[i] = Correlation(yw, D)
end for
Calculate βs = max[r]
βw = [yw, βs]
x̂w = Reconstruction(βw)

In algorithm 1, βs is the maximum correlated column in
Dictionary D which is then used as the side information.
βw = [yw, βs] is an important step in the algorithm which
incorporate the side information βs with current WZ frame
CS coefficients yw. As βs and yw are highly correlated, βw is
the updated measurement rate Mw+k for current WZ frame
equal to measurement rate of Mk of key frame. βw is then
used with GPSR algorithm for WZ frame reconstruction.

This is very simple, yet efficient SI technique and does
not involve complexities like other SI generation techniques.
In [14] both block based and frame based CS measurements
are combined with decoded key frames to generate the SI.
In our proposed technique, it is not necessary to first decode
key frames. SI is generated with direct CS measurements of
Key frames yk. In other SI techniques, feedback channel is
required for the successful recovery and SI generation [17],
[18]. The proposed codec does not require feedback channel.
Even for non-feedback architectures [19], motion estimation
is required for the generation of SI. The proposed SI does
not require any motion estimation.

V. SIMULATION RESULTS
To demonstrate the effectiveness of our proposed dis-

tributed compressed sensing video codec, several QCIF
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Fig. 4. Reconstructed 32nd News frame. (a) Original Frame; (b) Reconstruction without SI, PSNR=23.55dB; (c) Recon-
struction with SI, PSNR=28.22dB

(frame size: 176x144) video sequences, (full 300 frames for
each) are used. Only the luminance component is used in
the simulations. CS measurements are obtained using the
Hadamard structurally random matrices [8]. The GPSR [9]
algorithm incorporating SI is used for CS reconstruction.
The GOP size used in simulation is 3, i.e. for every key
frame, two non-key (WZ) frames are inserted between them.
Different measurement rates (MRs) were used to evaluate
the proposed DCVS method. For example, the average MR
= 37% means that the MRs for each key and non-key (WZ)
frames are 50% and 30%, respectively.

In this paper, a compressive video sensing schemes
without side information is used for comparison with our
proposed DCVS scheme (denoted by Proposed). In without
SI scheme, key frames and non-key frames are reconstructed
with respect to the frame-based DWT basis without using
any side information. This is similar to the approach used
in [8].

Table I shows the average PSNR performance for the test
video sequences for an average measurement rate of 37%.
The values shown are averaged over all frames and also for
WZ frames only, both with and without side information.
The overall PSNR performance increases by over 1dB for
all videos when SI is used at the decoder. Considering only
the WZ frames, the average improvement is over 1.5dB.
The highest improvement of 4dB is with the “news” video
where the scenes are relatively static. This clearly shows the
effectiveness of our proposed Side information generation
technique.

Figure 4 shows the visual reconstruction quality for 32nd
frame (which is a WZ frame) with and without SI. The
proposed DCVS scheme improves reconstruction quality
of WZ frame significantly. Figure V, 6 and 7 shows the
R-D curve for average PSNR performance for Foreman,
News and Coastguard videos. For lower MRs, the proposed
DCVS codec gives substantial improvements in PSNR qual-
ity. For “Foreman” sequence, at higher MRs, the PSNR
improvement is not much significant. For “Coastguard” and
“News”sequences, the improvements for both low and high
MRs are significant. Overall, the proposed DCVS scheme
with SI out performs Frame based DWT without SI.

Table I. Average Reconstructed PSNR (dB)

Video All frames
without SI

All frames
with SI

WZ frames
without SI

WZ frames
with SI

Foreman 26.91 27.89 25.49 26.97

News 25.26 28.10 23.56 27.82

Coastguard 25.12 26.81 23.79 26.33
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Fig. 5. MR-PSNR Performance for Foreman Video
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Fig. 6. MR-PSNR Performance for News Video
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Fig. 7. MR-PSNR Performance for Coastguard Video



VI. CONCLUSIONS

In this paper, we proposed a simple but effective dis-
tributed video compressed sensing codec. The encoding is
entirely performed using compressed sensing which can
be implemented with much reduced hardware complexity
compared with conventional video coders. At the decoder,
we proposed a simple Side Information generation technique
based on our correlation analysis of CS measurements
between video frames. This technique does not require a
feedback channel nor motion estimation as in some previ-
ously proposed methods. It does not even need the decoded
key frames. Simulation results show the effectiveness of the
proposed video codec.
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